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n The Attack Surface: Map out the risk landscape and key attack 
surfaces and understand the benefits for more up to date cost 
effective security

n Real Risks and Real Solutions: Expert analysis of the real threats 
posed to the automotive industry and the market solutions and 
strategies to maximise security 

n Robust Architectures: Learn the scope and strategy to build strong 
systems and architectures through connectivity, technology and 
collaboration

n Lessons Learned: Understand the best practices for companies 
developing robust security strategies to secure against hacks and 
maintain consumer trust
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Industry Overview

The connected car industry is growing fast. In 2013 
the research firm GSMA predicted that “the global 
connected car market will be worth €39 billion in 
2018, up from €13 billion in 2012” (GSMA, 2013). They 
went on to predict that over the same period there 
will be an “almost sevenfold increase in the number 
of new cars equipped with factory-fitted mobile 
connectivity”(GSMA, 2013).  

The cyber security of connected vehicles is one of 
the biggest issues facing manufacturers today. Three 
significant trends have led to this position: 

Complexity. “Complexity is the worst enemy of 
security”, and yet the past few years have seen a 
rapid increase in the cyber complexity of vehicles, 
evidenced by: (i) a massive increase in lines of code 
in a vehicle – approximately 100 million currently, 
compared to around 8 million for an F-35 joint strike 
fighter; (ii) an increase in Electronic Computing Units 
to something around 100 currently in high-end 
vehicles, communicating on a multiplicity of 
networks; and (iii) a rise in heterogeneity of in-vehicle 
systems – these are now responsible for a massive 
range of critical and luxury features within vehicles. 

Connectivity. This complexity has been exposed 
to wireless networks through the development of 
wireless communication interfaces. These interfaces 
are a double-edged sword – by connecting the 
vehicle to the Internet of Things, they have led 
to dramatically extended functionality, but they 
have opened up the traditionally closed vehicular 
system, making vehicles a more accessible and more 
attractive target to adversaries. 

Content. Theft of personal information, leading to 
identity theft, is an attractive goal for cyber-criminals. 
Personal data is increasingly available in car networks 
as the cars themselves are more sophisticated, and 
smartphones and other devices are connected to 
them. 

This report contains five key messages:

1. There are a growing number of connected cars, 
and their value to the attacker is on the rise. There 
is a growing attack surface, and a larger number 
of tools available to the hacker. In short, there is a 
massive future security problem just around the 
corner. 

2. As barriers between the traditional subsystems 
are eroded, getting security right across the 
vehicle will be vital. 

3. Security is not something that can be bolted on 
in the implementation phase: security must be 
got right in requirements and design phases. 

4. The whole ecosystem must be trustworthy: The 
brand loyalty invested in an original equipment 
manufacturer can only be as secure as its 
component suppliers are secure.

5. It is absolutely critical that robust standards are 
developed. We need to create a future secure 
environment. Automotive is a massively high-
value industrial sector, and collaboration has to 
become the way of working. 

With sincere encouragement,

Jeremy Bryans
Research Fellow, Coventry University

Siraj Shaikh
Research Fellow, Coventry University

Madeline cheah
Research Fellow, Coventry University

Jack Fowler
Project Director, TU Automotive

B
r

o
c

h
u

r
e



www.tu-auto.com/cybersecurity-report  cyBer Security in the connected Vehicle report 2016    |    3

B
r

o
c

h
u

r
e

Purchasers of previous TU-Automotive reports

Questions Answered

Key reasons to buy this report

Who should buy this report

■■ What does the cyber security landscape look like today?
■■ How rapidly is this landscape changing and in what ways?
■■ How are current vehicles at risk and how are vulnerabilities being exploited?
■■ Why hack a vehicle? What are a hackers motivations?
■■ What are the real risks and potential consequences? How does this differ from the ‘media hype’?
■■ How do you build holistic security strategies and systems and implement them successfully?
■■ What are the available market solutions and who are the key players?
■■ How can these solutions be effectively implemented to guarantee maximum security and ensure consumer trust?

■■ A vital resources in assessing the global cyber threat in order to develop holistic security approaches
■■ Analyse the real risks and threats in the auto industry
■■ Assess the current solutions on offer and the experts providing them
■■ Develop and implement robust security architectures

■■ OEMs
■■ Software Companies
■■ Hardware companies

R
S
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3.3 Attack anatomy
Automotive security best practice is still emerging, 
and while it has a lot in common with automotive 
safety, it is not identical. Safety is probabilistic: 
individual risks are measured, and the overall risk 
associated with the vehicle is kept within acceptable 
bounds. But security is not probabilistic: predicting 
vulnerabilities is hard, and threats are intentional. 
The emerging science of automotive security must 
provide mechanisms and processes for predicting, 
preventing and containing threats throughout the 
lifetime of the vehicle.

New vectors could be opened up as new services are 
introduced to the connected automobile. Services 
that involve financial transactions will be a prime 
target, and here the supporting infrastructure is at 
least as much an attack point as the in-vehicle parts. 

Alan Stevens, Chief Scientist and Research Director 
in Transportation at TRL, identifies that what is really 
at stake here is public confidence. Responsible for 

a project that is investigating the feasibility of a 
connected corridor from the Dover port and up 
the A2/M2 highway as far as the Blackwall Tunnel in 
London, he says: “Unless you have secure systems 
that people can trust, you cannot protect the data 
and you cannot protect the safety. There is a need to 
protect the integrity of the data from mobile device 
to vehicle to roadside to back office.” 

Infrastructure is an increasingly popular target 
for terrorists, as a 2013 report from the IET points 
out (The IET, 2013). Mike Parris points out: “There 
are three areas of risk: Telematics, Airborne Data 
Automation System (ADAS) and Autonomous and 
V2X. Each of these areas has its own unique risks; 
the biggest risk is where they overlap. Who on earth 
is thinking about the overlaps? We as an industry 
are still struggling to understand them individually. 
Hackers will look for weak points. At interfaces 
between services, the scope for someone making 
a wrong assumption about some other piece of 
functionality is huge.” 
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Extract from Chapter 3 – Types of hacks and threats they pose

Figure 3: The back infrastructure.
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the behavior of one of these bridging ECUs. This could 
allow an ECU on a less-critical network to communicate 
directly with an ECU on a safety-critical network, and is an 
additional complexity in security testing.

In the following subsections, we survey vulner-
abilities discussed in open literature. 

3.3.2 infotainment 
In Checkoway et al. (2011), an attack is discussed 
using the CD player as an entry point. Two vulner-
abilities were identified the first being “a latent 
update capability in the media player that will 
automatically recognize an ISO 9660-formatted CD 
with a particularly named file, present the user with 
a cryptic message and, if the user does not press 
the appropriate button, will then reflash the unit 
with the data contained therein”. They note that 
this is not a standard manufacturer method, and 
therefore speculate that it is a “vestigial capability 
in the supplier’s code base.” The second followed 
from the first. Given that the media player can parse 
complex files, they reverse-engineered a substantial 
amount of the media player firmware and though 
an exhaustive examination of this they were able to 
construct a buffer overflow attack. Finally, they were 
able to modify a WMA audio file so that, when a CD 
containing the file was played on the system, it sent 
carefully chosen CAN packets to the network. 

DAB radios provide another entry point. The data DAB 
stations send (images and text) must be processed 
by the software in the radio. Bugs in this software 
enabled Andy Davis, research director at security firm 
NCC Group, to compromise the device. He was able to 
create a DAB radio station using off-the-shelf compo-
nents. The risk is that a compromised infotainment 
system of a targeted automobile, once compromised, 
could be used as a stepping-stone to attack more 
critical systems. The created station could be used to 
simultaneously compromise many automobiles. 

3.3.3 oBd-ii
The OBD connector offers direct access to all CAN 
buses through a physical port in the cabin of a 

In Miller & Valasek (2014), the authors look at remote 
attacks on automobiles. They see safety-critical 
attacks on automobiles as requiring up to three 
stages. The first is to remotely gain access to an 
internal automotive network. The second is to be 
able to communicate with the network by injecting 
messages, to allow the attacker to control the 
targeted ECU. Although one can imagine attacks in 
which simply exercising this control on the entry 
point ECU is sufficient, attacks that result in physical 
control of the vehicle will often require a third stage 
of interaction with other ECUs. These “cyber-physical” 
attacks move from the cyber domain to the physical 
one, and are potentially far more damaging. 

It is likely that the first ECU is there to receive and 
process radio signals, and therefore does not have 
control of physical parts of the vehicle, and so a 
cyber-physical attack will usually require “a second 
step which involves injecting messages onto the 
internal automotive network in an attempt to 
communicate with safety critical ECUs, such as those 
responsible for steering, braking, and acceleration” 
(Miller & Valasek, 2014). It may well be the case that 
the two ECUs (the entry point and the target ECU) 
are on different networks, and this second stage 
will involve the attacker needing to “bridge” the two 
networks in order to carry out the attack. 

3.3.1  Bridging attacks
A vehicle will usually have multiple networks, each 
with its own resident ECUs. These could be CAN 
networks, FlexRay or Local Interconnect Networks 
(LIN), for example. 

There could thus be a network for infotainment and 
a separate one for engine management functions, 
for example, and these may be of different types. 
Communication between these is restricted, and 
controlled by ECUs which are connected to both 
networks and act as “bridges” between them. 

Bridges implement a set of rules to decide which 
messages should cross the network boundaries. This rule 
set can be changed by injecting code to persistently alter 
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Secondly, the PassThru device itself can be compro-
mised, and malicious code injected. They were even 
able to write a worm that automated the attack, 
spreading itself from device to device. 

Perhaps of more immediate concern are Bluetooth 
interfaces to the CAN port, discussed elsewhere in 
this report. 

3.3.4 Bluetooth
Keijo Haataja (2009) presents a thorough overview of 
the security architecture and security modes of the 
Bluetooth protocol before listing the vulnerabilities 
that Bluetooth networks face. He divides these into 
three categories, corresponding to the CIA model of 
security: threat of disclosure of unauthorized infor-
mation, threat to integrity of information, and threat 
of denial of service. He also notes that: “Powerful 
directional antennas can be used to considerably 
increase the scanning, eavesdropping and attacking 
range of almost any kind of Bluetooth attack.”

Miller & Valasek (2014), meanwhile, consider 
“Bluetooth to be one of the biggest and most viable 
attack surfaces on the modern automobile, due to 
the complexity of the protocol and underlying data. 
Additionally, Bluetooth has become ubiquitous 
within the automotive spectrum, giving attackers a 
very reliable entry point to test.”

Checkoway et al. (2011) also investigated the 
Bluetooth capabilities built in to their test vehicle’s 
telematics unit. They were able (through reverse 
engineering) to “gain access to the telematics 
ECU’s Unix-like operating system and identified 
the particular program responsible for handling 
Bluetooth functionality. ” They verified that it 
contained “a copy of a popular embedded imple-
mentation of the Bluetooth protocol stack and a 
sample hands-free application” together with a 
custom-built interface. The interface contained a 
vulnerability that allowed a buffer overflow attack 
to be mounted by any paired Bluetooth device, 
allowing arbitrary code to be executed on the 
telematics unit. 

vehicle. The fact that the interface and messages 
are standardized means that there is a plethora of 
cheap, easily available scan-tools for the OBD port. 
These scan-tools come in two types: full-featured 
versions with in-built software, user-interfaces and 
so on; and dumb tools that must interface with 
another computing platform such as a phone or 
conventional PC. 

At the 2015 Black Hat Asia security conference 
in Singapore, a programmable device called the 
CANtact was shown. When available, it will sell for 
less than $100, and form a physical connection 
between a vehicle’s OBD port and a computer’s USB 
port. The device is run on open-source software, 
and the author has also developed a “Python library 
designed to make it easy to interact with CAN 
networks” (Evenchick, 2015). CAN frames can be 
encoded easily as Python objects and sent, received, 
logged, and inspected. Among others, the OBD II 
and Unified Diagnostic Services (UDS) protocols are 
supported. Supporting UDS gives the ability to read 
and write arbitrary memory in the vehicle. Although 
this device promises to make the hacking of automo-
biles much easier, it requires physical access to the 
OBD, and is therefore chiefly of interest to the “tuners” 
discussed above. 

Checkoway et al. (2011) notes that: “In 2004 the 
Environmental Protection Agency mandated that all 
new automobiles in the US support the SAE J2534 
“PassThru” standard – a Windows API that provides a 
standard, programmatic interface to communicate 
with a automobile’s internal buses.” Typically imple-
mented as a Windows DLL, this communicates over 
a wired or wireless network with a reprogramming or 
diagnostic tool. 

Checkoway and his colleagues refer to a device 
implementing this standard as a “PassThru device”. 
They chose the most commonly used device and 
identified two vulnerabilities. First, if the PassThru 
device is connected to an automobile, an attacker 
on the same Wi-Fi network can connect to it and 
obtain control over the automobile’s reprogramming. 
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This is analogous to vehicular embedded systems 
having nodes (ECUs) of various functions which have 
to work with third party OEM equipment, firmware 
and possibly high-level software (in the case of 
infotainment systems) developed by third parties. 

In either case, because of these dependencies, there 
are two issues that may need to be considered: firstly, 
that the system may inherit weaknesses from one or 
more components that it depends upon, and secondly 
that any external security resource might also fail. In 
an automotive context, where there has yet to be an 
implementation of integrated security, this should be 
a primary consideration whilst engineering a solution. 
Additionally, as a consequence of architectural and 
implementation heterogeneity and complexity (Salfer 
et al., 2014), there may be dependencies that are 
unforeseen or undocumented when components are 
integrated into the larger system.

4.1.2 testing for unanticipated user input
With user input, reserved words, escape characters, 
long strings or boundary values can all cause 
problems. This is the basis for many of the popular 
attacks seen against services and software such as 
cross-site scripting and buffer overruns. The modern 
vehicle, especially with modern infotainment 
systems, is not immune to this: for example 
Checkoway et al. (2011) demonstrate how Bluetooth 
and cellular wireless technologies can be exploited 
to gain complete control of the automobile using 
buffer overflows in order to leverage an authenti-
cation weakness. 

4.1.3 techniques that expose vulnerabilities
Herbert H. Thompson (2003) splits these into 
techniques to expose design vulnerabilities and 
techniques to expose implementation vulnerabilities. 
Many vulnerabilities are actually designed into an 
application. For example, test instrumentation – 
where program interfaces are added for testing 
purposes – are sometimes not closed or resolved. 
Ports could be left open or unsecured, or default 
configurations could be weak or contradictory. 
The OBD-II port on a vehicle is a prime example; 
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Extract from Chapter 4 – Available Market Solutions

What can be done to mitigate the risk of cyber attacks 
on connected vehicles? In this section, we look at what 
is available to the automotive industry today. We begin 
with technical approaches and end with assurance, 
examining how manufacturers “scale up” to the problem 
of security, then look at security-specific solutions 
such as penetration testing, before considering a 
holistic approach to automobile design. Some specific 
challenges are addressed in the next short section, 
before looking at the response of the market. 

4.1 technical approaches 
To determine that a car is safe, we examine how 
it behaves in as many circumstances as possible. 
Testing is well understood and implemented in 
OEMs, but although ascertaining that an automobile 
behaves safely is relatively straightforward, 
identifying the absence of any insecure behaviors 
(vulnerabilities) is hard. The root of the problem lies 
in the difference between the intended and the 
implemented behavior of a system. As Mike Parris 
says, a hacker “does not care how well architected a 
system is, he is looking for implementation vulner-
abilities.” Nobody really knows what best practice in 
connected automobile design is, simply because it is 
a brand new field. 

Testing is the prevalent solution to identifying 
unsafe behavior, but has a fundamental limitation, 
attributed to Edsger Dijkstra in Randell and Buxton 
(1970): “Program testing can be used to show the 
presence of bugs, but never to show their absence.” 
Nevertheless, some testing techniques do exist. 
Herbert H. Thompson (2003) surveyed 10,000 
security bugs and identified in each case the testing 
technique that would have exposed the exploited 
vulnerability. The study resulted in a set of gener-
alized security testing techniques which we briefly 
summarize below. 

4.1.1 identifying dependencies 
Not unlike embedded systems, software exists in 
an environment where there is a significant level 
of co-dependence, whether it be the loading of 
libraries, or interfacing with third party components. 
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might otherwise be left unassessed or unconsidered. 
Conversely, black box pentesting may allow for a 
more realistic assessment of the system, as testers 
would have only the same access as a potential 
attacker. Nevertheless, it is important to note 
that either angle will only ever provide points for 
improvement at that moment in time, and is not in 
itself, a guarantee of future security. 

The formalisms of pentesting and its support 
mechanisms (such as attack trees and graphs) have 
already been explored by many in the academic 
field. However, the modeling of a human attacker 
and pentesting has so far been imperfect, with 
challenges in decision-making, the creation of 
classes, accurate probability distributions, along 
with difficulties in bringing together model-driven 
approaches with real-world practicalities. 

Although the pentesting process might involve the 
use of automated scripts, software or hardware tools 
and frameworks, the test generally hinges on the 
expertise and experience of the testers themselves. 
As evidenced by the reports of vehicle hacking, 
the reason for this lies in the unique nature of the 
human mind, which is able to think laterally, bypass 
otherwise sophisticated countermeasures, and work 
creatively to think within constrained environments 
(such as is the case with embedded systems). 

Considering the need to adopt the mentality of an 
adversary when using this methodology, system 
designers may not be the best people for such 
an effort, as cataloguing all implicit assumptions 
(especially from a malicious viewpoint) made during 
system development is extremely difficult; hence the 
need for an external security testing process. 

it made vehicular diagnostics far simpler, but also 
opened a gateway to the outside. This could lead 
to a whole spectrum of problems, ranging from 
monetary loss (as in theft) to actual physical harm. 
Similar techniques include side channel attacks 
such as timing attacks to deduce cryptographic 
keys as demonstrated by Kocher et al. (2004). 
Fuzzing is another technique that could be used, as 
demonstrated by Koscher et al. (2010), who were 
indeed surprised by the fact that the level of reverse 
engineering needed was relatively trivial as there is a 
limited range of CAN packets that can be construed 
as valid.

These testing techniques, however, essentially 
only cover very specific types of weaknesses 
and errors, based on the categories as described 
above. A password entry field, for example, which 
is programmed to allow only four characters may 
be perfectly valid, sanitizes user input, and have no 
bypass routes available in the software. However, 
from a security point of view, this still represents a 
substantial vulnerability, as a four-character password 
in itself is very weak. Security (essentially a system 
level concept) requires a careful analysis of relation-
ships, extraneous undocumented capability and 
requires a more holistic approach: enter penetration 
testing.

4.2 penetration testing
In practical terms, the aim of any penetration 
testing (sometimes referred to as “ethical hacking” 
or “pentesting”) exercise is to assess the real-world 
security of a system from the viewpoint of an 
attacker, by not just discovering vulnerabilities, but 
actively trying to exploit them. 

Testing could take the forms of white box testing 
(where all necessary information is made available) 
or black box testing (where only investigation of the 
system is authorized, but no further information is 
given). There are several aspects to consider when 
using either approach. On the one hand, having all 
the necessary information and data saves time and 
allows for scrutiny of code or documentation that 
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“In modern cars, the boundaries between 
the traditional engineering silos have 
almost completely collapsed” 
Jon Holt, Scarecrow Consultants 
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Methodology

The field of cyber-security is a fast-moving one, and the sub-field of automotive cyber-security moves faster 
still. This report  (Cyber Security in the Connected Vehicle Report 2015-2016) was constructed by drawing on:

Academic or openly available commercial literature. We made substantial use of the academic literature on 
automotive cyber security as well as commercial literature, and the report contains around 80 references. 
Confidential information was ruled out. 

Interviews with experts. The report would not have been possible without the in-depth interviews that we 
conducted with automotive cyber-security experts. Their influence and expertise is scattered throughout this 
report, as well as direct quotes from many of them.

We would like to say a big thank you to all those who contributed to the making of this report.
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order your report in leSS thAn 60 SecondS

First name

Last name:

Company

Telephone:

Email:

Address:

City

Zip/Postcode

Report Name

Quantity

order your copy today at: www.tu-auto.com/cybersecurity-report 

Just fill in this form and access the information and analysis you need to develop your knowledge 
of how to integrate services into your business model.

About TU-Automotive
TU-Automotive is the reference point and communications hub for the evolving automotive technology 
segment as it converges with consumer electronics, mobile and IoT to re-define connectivity, mobility and 
autonomous use-cases.


